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Nearest Neighbors algorithm

I algorithm which is conceptually among the simplest of all machine learning algorithms

I model-free method which does not rely on a fixed model: the prediction function Ŷ (x) ≡ f̂ (X ) is
directly estimated from the training set: does not require any parametric assumption (e.g.,
Gaussian distribution) on the distribution of X and Y

Supplementary materials

Coursera MOOC short (5mn) and simple video https:

//fr.coursera.org/lecture/big-data-machine-learning/k-nearest-neighbors-MamQ9

Wikipedia page (more involved)
https://en.wikipedia.org/wiki/K-nearest_neighbor_algorithm

Scikit-learn documentation (with examples)
https://scikit-learn.org/stable/modules/neighbors.html#neighbors
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k Nearest Neighbors (k-NN) for regression

Regression problem: Y ∈ R
I The prediction value Ŷ (x) is directly defined for an input X = x ∈ Rp as the average of the values

of its k nearest neighbors n the training set.

I More formally,

Ŷ (x) =
1

k

∑
Xi∈Nk (x)

Yi ,

where Nk (x) is the neighborhood of x defined by the k closest inputs Xi in the training set
{(Xi ,Yi )}i=1...n.

+ the number of neighbors k is an hyperparameter of the algorithm: its value must be fixed
(positive integer) prior to apply the algorithm. But of course, the best choice of k depends upon
the data (see next slides).
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k Nearest Neighbors (k-NN) for classification

Binary classification problem

For a binary classification problem Y ∈ {−1,+1}, the classification rule can be derived, for X = x , as

f (x) =

{
+1 if Ŷ (x) > 0,

−1 otherwise

where Ŷ (x) = 1
k

∑
Xi∈Nk (x)

Yi is the average of the binary labels of the k nearest neighbors of the
testing point X = x .

Multiclass problem with k-NN

The binary classification problem can be directly extended for an arbitrary number of class K :

f (x) ≡ majority vote among the k closest neighbors of the testing point x ,

≡ assignement to the most common class among the k nearest neighbors
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Limitations of k-Nearest-Neighbors (k-NN) algorithm

Curse of dimensionality

Ŷ (x) = Average {Yi |Xi ∈ Nk (x)} ≈ E [Y |X = x ]

which is the optimal prediction rule for the mean squared error E
[
(Y − Ŷ (x))2

]
.

But two approximations problematic in high dimension, i.e. when the number p of variables is large:

I Expectation ≈ Average,

I Conditioning at a point ≈ conditioning on a (large) neighborhood

High computational cost for huge data

k-NN is as Lazy algorithm: nothing is done during the training step (no computation). All
computation is deferred until prediction function evaluation (require to compute the distances from the
test sample to the training samples to to find nearest neighbors).

I very expansive to find the nearest neighbors for large datasets (large number n of samples) with
high dimensional features (e.g. p ≥ 10).
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Academic example of binary classification
I Binary output variables : Yi ∈ {0, 1},
I Bivariate Input variables Xi ∈ R2 (i.e. p = 2), for i = 1, . . . , n

Example of a binary classification problem in R2. The 2 classes are coded as a binary variable: ORANGE=1, BLUE=0 (black solid line is the decision

boudary for least-squares classification with linear model)
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K Nearest-Neighbors

k-NN: complexity parameter k

The effective number of parameters expresses as Neff = n
k

, where n is the size of the training sample
(rationale: there is an order of n/k different neighborhoods and each is governed by a single
parameter, the value of the majority label)

k = 15, Neff ≈ 13 k = 1, Neff ≈ 200

I k = 1 → training error is always 0 ! Explain why.
I Question: in your opinion, which one gives the best classification rule? (see next slide)
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Model Selection: under/over-fitting tradeoff

Train and test error (misclassification rate) vs the
flexibility of the k-NN algorithm

I when k = 1, the model becomes too flexible
← over-fitting

I when k is large, the model becomes too
simple ← under-fitting

I magenta horizontal line is the lower bound
(Bayes classifier): whatever the algorithm and
the size of the training set, can not do better

I k = 7 is the optimal choice for this dataset

+ Notebooks N1 blobs knn.ipynb and
N2 iris knn.ipynb
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Conclusions on Nearest Neighbors approach

Recap on k-NN

I algorithm which is conceptually among the simplest of all machine learning algorithms

I model-free method which does not rely on a fixed model

I badly behaved procedure in high dimension (i.e. when the number p of features is large):
dimension reduction, e.g. principal component analysis, is usually performed prior to k-NN
algorithm in order to avoid curse of dimensionality and

I highly computational for large data sets: data reduction is usually performed prior to k-NN
algorithm to reduce computational complexity of the classification rule

I in general quite performant on small, or medium sized, real-word datasets
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