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1 Gauss-Newton Algorithm

1.1 Image transformation

F is an operator that corresponds to the transformation. It reads:

F =


1 + axx axy axz tx
ayx 1 + ayy ayz ty
azx azy 1 + azz tz
0 0 0 1

 (1)

with 12 unknowns. It is an operator on homogeneous coordinates of the image:

x =


x
y
z
1

 (2)

At iteration n+ 1 the increment is noted:

δF (n+1) =


δaxx δaxy δaxz δtx
δayx δayy δayz δty
δazx δazy δazz δtz
0 0 0 0

 (3)

so the transformation of the correction is:

G(n+1) = 1+ δF (n+1) (4)

and since the operator correpsonding top two consecutive transformations F 1 and F 2 is the product F 2 ·F 1 =
F 1 · F 2, we have

F (n+1) = G(n+1) · F (n) (5)

We note g̃(n)(x) the “corrected” image through the transformation F at iteration n:

g̃(n)(x) ≡ g(F (n) · x) (6)

so the transformed image at iteration n+ 1 is written:

g(F (n+1) · x) = g(G(n+1) · F (n) · x) = g̃(n)(G(n+1) · x) (7)
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1.2 Taylor expension of corrected image

For small h we have:

f(x+ h) =
∞∑
i=0

xi

i!
f (i)(x) = f(x) + xf ′(x) +

x2

2
f ′′(x) +O(x) (8)

Apply to g̃ we have the correctied image at iteration n+ 1 that can be approximated by:

g̃(n)(G(n+1) · x) = g̃(n)(x+ δF (n+1) · x) ≈ g̃(n)(x) + δF (n+1) · x ·∇g̃(n)(x) (9)
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